
How to Find Your Friendly Neighborhood:
Graph Attention Design with Self-Supervision

Dongkwan Kim and Alice Oh
KAIST

Learning on Graphs and Geometry Reading Group
23rd November 2021



Preliminary: Graph Neural Networks

2Inspired by Hamilton et al. “Representation Learning on Graphs: Methods and Applications”, IEEE Data Engineering Bulletin. 2017.

To generate an embedding for node i, the GNN aggregates 
embeddings of i’s local neighborhoods (i.e., j, k, and l)
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Preliminary: Graph Attention Networks
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Graph Attention Networks (GATs) implicitly assign different 
importances (by attention) to neighbors in aggregating them
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 Attention over edges  in graph attention networks 
learns the relational importance between nodes 
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 Presence & absence of edges  explicitly represent 
information about the importance of relations
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 Presence & absence of edgesﾠ  
explicitly represent information about 

the importance of relations

 Attention over edges  in graph 
attention networks learns the 

relational importance between nodes 

Self-Supervision

How nodes make friends 
with each other

How to find the node’s 
friendly neighborhoods



Contribution
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Present models with self-supervised graph attention using edge information: 
SuperGAT1

Analyze GAT's original (GO) and Dot-product (DP) attention: GO is better than 
DP in label-agreement, but DP is better than GO in link prediction2

Propose recipes to design graph attention concerning homophily and 
average degree and confirm its validity3



Model
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     Present models with self-supervised attention using edge information: SuperGATContribution 1
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Model
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     Present models with self-supervised attention using edge information: SuperGATContribution 1
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Model
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     Present models with self-supervised attention using edge information: SuperGATContribution 1
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     Present models with self-supervised attention using edge information: SuperGATContribution 1

Proposed Self-Supervised Task
nj
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Link prediction task



Proposed Self-Supervised Task
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     Present models with self-supervised attention using edge information: SuperGATContribution 1

Our proposed self-supervised task is the link prediction with attention,
and can be optimized with the binary cross-entropy on edge labels



Model
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     Present models with self-supervised attention using edge information: SuperGATContribution 1

Advanced Forms

Classic Forms



Model
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     Present models with self-supervised attention using edge information: SuperGATContribution 1

The original GAT (GO) 
computes the coefficients 

by a single-layer 
feed-forward network

Veličković et al., ICLR 2018



Model
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     Present models with self-supervised attention using edge information: SuperGATContribution 1

The dot-product (DP) 
computes the coefficients 
by dot-product of two node 

vectors

Similar to DeepWalk, LINE, Node2Vec



Model
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     Present models with self-supervised attention using edge information: SuperGATContribution 1

Probability of edges is 
defined by the sigmoid of 

the unnormalized attention 
of GO and DP



Model
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     Present models with self-supervised attention using edge information: SuperGATContribution 1

MX attention e is the 
multiplication of
eij,GO and 𝝓ij,DP

𝝓ij,MX equals to  𝝓ij,DP

Motivated by GRU (Cho et al., 2014)



Model
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     Present models with self-supervised attention using edge information: SuperGATContribution 1

SD attention is the 
dot-product scaled by the 

number of features

Similar to Transformer
(Vaswani et al., NeurIPS 2017)



Contribution
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Present models with self-supervised attention using edge information: 
SuperGAT1

Propose recipes to design graph attention concerning homophily and 
average degree and confirm its validity3

Analyze GAT's original (GO) and Dot-product (DP) attention: GO is better than 
DP in label-agreement, but DP is better than GO in link prediction2
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    Analyze GO and DP attention using label-agreement and link prediction tasksContribution 2

DP learns label-agreement worse than GO

RQ 1. Does Graph Attention Learn Label-Agreement?



 Label-agreement  is an ideal attention where weights are only 
given to neighbor nodes with the  same label  of the center node

21

    Analyze GO and DP attention using label-agreement and link prediction tasksContribution 2
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DP learns label-agreement worse than GO

RQ 1. Does Graph Attention Learn Label-Agreement?
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    Analyze GO and DP attention using label-agreement and link prediction tasksContribution 2

DP learns label-agreement worse than GO

RQ 1. Does Graph Attention Learn Label-Agreement?
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    Analyze GO and DP attention using label-agreement and link prediction tasksContribution 2

 DP attention  has a larger KL 
divergence between 
label-agreement and the learned 
attention distribution

DP learns label-agreement worse than GO

RQ 1. Does Graph Attention Learn Label-Agreement?
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    Analyze GO and DP attention using label-agreement and link prediction tasksContribution 2

GO predicts edge presence worse than DP

RQ 2. Is Graph Attention Predictive for Edge Presence?
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    Analyze GO and DP attention using label-agreement and link prediction tasksContribution 2

GO predicts edge presence worse than DP

RQ 2. Is Graph Attention Predictive for Edge Presence?

 GO attention  underperforms  DP attentionﾠ 
for the link prediction task



 GO attention  underperforms  DP attentionﾠ 
for the link prediction task

Node classification performance decreases 
when we give too much self-supervision 
to  GO  and  DP  attention
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    Analyze GO and DP attention using label-agreement and link prediction tasksContribution 2

GO predicts edge presence worse than DP

RQ 2. Is Graph Attention Predictive for Edge Presence?



RQ 1&2. How Proper Are Classic Attentions for Self-Supervision?
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    Analyze GO and DP attention using label-agreement and link prediction tasksContribution 2

GO & DP are not proper for encoding self-supervision, 
we need more advanced versions: MX & SD



Contribution
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Propose recipes to design graph attention concerning homophily and 
average degree and confirm its validity 3

Present models with self-supervised attention using edge information: 
SuperGAT1

Analyze GAT's original (GO) and Dot-product (DP) attention: GO is better than 
DP in label-agreement, but DP is better than GO in link prediction2



RQ 3&4. What graph attention design should we use?
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     Propose & confirm recipes to design attention concerning homophily and average degreeContribution 3

Four models:
GCN, GAT, SuperGAT MX & SD

Datasets:
17 real-world graphs 
144 synthetic graphs



RQ 3&4. What graph attention design should we use?
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     Propose & confirm recipes to design attention concerning homophily and average degreeContribution 3

Datasets:
17 real-world graphs 
144 synthetic graphs



RQ 3&4. What graph attention design should we use?
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     Propose & confirm recipes to design attention concerning homophily and average degreeContribution 3

Datasets:
17 real-world graphs 
144 synthetic graphs

Random Partition Graphs: 
If the nodes have the 
same class labels, they 
are connected with pin, and 
otherwise, they are 
connected with pout



RQ 3&4. What graph attention design should we use?
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     Propose & confirm recipes to design attention concerning homophily and average degreeContribution 3

How noisy edge-labels are

How many edge-labels exist

Best-performed attention depends 
on homophily & average degree

the average ratio of neighbors 
with the same label as the 
center node (Pei et al., 2020)



RQ 3&4. What graph attention design should we use?
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Best-performed attention depends 
on homophily & average degree

     Propose & confirm recipes to design attention concerning homophily and average degreeContribution 3



RQ 3&4. What graph attention design should we use?
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Best-performed attention depends 
on homophily & average degree

     Propose & confirm recipes to design attention concerning homophily and average degreeContribution 3



RQ 3&4. What graph attention design should we use?
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Best-performed attention depends 
on homophily & average degree

     Propose & confirm recipes to design attention concerning homophily and average degreeContribution 3



RQ 3&4. What graph attention design should we use?
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Best-performed attention depends 
on homophily & average degree

     Propose & confirm recipes to design attention concerning homophily and average degreeContribution 3



Summary
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Present models with self-supervised graph attention using edge information: SuperGAT1

Propose recipes to design graph attention concerning homophily and average degree and 
confirm its validity 3

Analyze GAT's original (GO) and Dot-product (DP) attention: GO is better than DP in 
label-agreement, but DP is better than GO in link prediction2
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